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Background
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Mainstream network architectures

• Residual-based

• Transformer-based

Is their status 

unassailable?

Both: numerous layers with 

a large number of neurons or 

transformer blocks



Motivation
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Previous problems

• Inherent complexity(high depth, shortcuts, self-attention...)

• Hard for deployment

Residual block Sliding window self-attention in Swin Transformer

Significant off-chip memory traffic sophisticated engineering implementation, e.g. 

Rewriting CUDA code

Can we eschew all of this?

Yes. VanillaNet



Method-overview
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Just this?

Obviously, not enough.

It needs a series of techniques 

to become stronger



Method-techniques
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Let’s consider why the current network is weak

• Weak non-linearity

How?

Deep Training Strategy Series Informed Activation Function



Deep training
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• Deep Training Strategy

train

inference

conv1 Leaky_relu conv2

conv

structural 

re-parameterization

Conv + BN -> new conv

𝐵𝑁 𝑋 = 𝛾 ∗
𝑋 − 𝜇

𝜎
+ 𝛽

𝐶𝑜𝑛𝑣 𝑋 = 𝑊𝑋 + 𝐵

Proof:

𝑛𝑒𝑤𝑐𝑜𝑛𝑣 𝑋 = BN Conv X

= 𝛾 ∗
𝑊𝑋 + 𝐵 − 𝜇

𝜎
+ 𝛽

= 𝛾 ∗
𝑊

𝜎
𝑋 + 𝛾 ∗

𝐵 − 𝜇

𝜎
+ 𝛽

𝑊′ 𝐵′arch1 arch2

param2param1

𝑦 = 𝐵(𝐴𝑥)
(𝐶 = 𝐵𝐴)

𝑦 = 𝐶𝑥
train inference

(e.g. RepVGG)



Series Informed Activation Function
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improve  non-linearity

1. serially stacking of activation function

2. increase the non-linearity of  activation layer

Choice2: concurrently stacking activation layer

learn the global information by varying 

the inputs from their neighbors

Similar to 

Batch Normalization with Enhanced Linear 

Transformation



Result

9

• comparable

performance

• Much smaller

depth and latency



Ablation Study

10

deep training technique is useful for the shallow network

The shortcut is useless for bringing up the non-

linearity and may decrease non-linearity



Extension
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1. What is most important for the performance improvement of a deep neural network?

• Depth? Receptive field? Attention? Params?...

2. Could we replace the complex backbones of current big visual models  with 

simple,  shallow yet effective backbones? 


