


Video Classification is the task of producing a label that is 

relevant to the video, which describes the entire video.



Video Dataset:
1. Kinetics: Kinetics-400, Kinetics-500, Kinetics-600 .The Kinetics-600 is a large-scale action 

recognition dataset which consists of around 480K videos from 600 action categories.

2. Something-Something: Something-Something V1, V2. Something-Something V2 is a 

temporal-related dataset which contains 168,913 training videos and 24,777 validation videos 

over 174 classes. 

3. ActivityNet: ActivityNetv1.3 contains 10,024 training videos and 4,926 validation videos from 

200 action classes, with an average duration of 117 seconds. 

4. FCVIS: FCVID includes 45,611 training videos and 45,612 validation videos labeled into 239 

classes, with an average length of 167 seconds. 



Video task requires large amount of 

computation

developing compact networks or alleviating 

temporal redundancy of video inputs 

Motivation

Previous works: 

1. Temporal redundancy -> Ignore some frames, or low resolution in some frames, e.g. SlowFast. 

2. Spatial redundancy -> Focus on specific area, e.g. AdaFocus. AdaFocus V2.    



Low resolution Bad performance ? 

Motivation

New observations:

1. Low-resolution frames are not necessarily low-quality frames.

2. Mismatch between network and input scale leads to sub-optimal performance at low 

resolutions. 



A Look into Performance Degradation at Low Resolution

Exp 1. Quality of low-resolution frames Exp 2. The mismatch between network and input scale. 



Cross-Resolution Knowledge Distillation 



Experiment



Experiment

Does ResKD work well for SOTA models with dense sampling? 



Experiment

Is ResKD scalable with varying resolutions? 



Experiment

How does ResKD help low-resolution video recognition? 
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