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Prior knowledge
n Semantic Segmentation & Instance Segmentation



Prior knowledge
n Instance Segmentation

n Top-down instance segmentation：Detection + Segmentation

n Two stage: Mask RCNN

n One stage: YOLACT

n Bottom-up instance segmentation：Segmentation + Post process

n SGN、SSAP

n SOLO: Split grid – classification – generate mask
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Self-attention
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Prior knowledge

Multi-head Self-attention (2 heads)
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Contribution

n Introduce an innovative CNN-transformer-hybrid instance segmentation framework

n Devise the twin attention, a new position-sensitive self-attention mechanism

n SOTR does not need to be pre-trained on large datasets

n SOTR achieves 40.2% of AP with the ResNet-101-FPN backbone on the MS COCO
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Method

3x3 Conv – Group Norm – ReLU - upsample
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Experiments

n Implementation details

n Dataset: COCO

n 300K iterations

n 4 V100 GPUs of 32G RAM (3-4 days)

n Batch size 8 



Experiments



Experiments
SOTR incorporating different transformers on COCO test-dev

Feature map substitution on multi-level upsampling process

Comparison of different depth


