


Image Matting Review

• Matting
• Alpha matte：shape of 1xHxW, each pixel represents the transparency of that 

pixel’s corresponding foreground

• An ill-posed problem：
• General guidance：Trimap

• Input: RGB image and trimap(1 channel or 3 channel)

• Output: 1 channel alpha matte

• Model：U-Net like structure



Main Idea & Contributions

1. First introduce semantics into the matting task 

2. Purpose The first large-scale class-balanced Semantic Image Matting Dataset 
(SIMD)

3. Main technical contributions include: 

1. the introduction of semantic trimap

2. the proposal of learnable content-sensitive weights

3. the usage of multi-class discriminator to regularize the matting results.



Semantic Image Matting Dataset 



Analysis and Motivation



Overview Framework
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Semantic Trimap

• An extra classifier

• Input: Image concats original trimap

• Random crop the unknown area of input to 
different size patches and resize for training

• Output: 20 classes classify result

• Semantic trimap

• After the classifier is well trained, change 
the softmax layer to fc to get 20xhxw 
classes feature map

• Stitch patches to a whole guidance map



Encoder-Decoder Structure

• Encoder
• Resnet 50 backbone

• Changing layer3 and layer4’s downsample layer to dilated convolution

• Be used to enlarge receptive fields.

• Extra ASPP
• Applied to aggregate features of different receptive fields in order to enhance 

the feature representation capability.

• Decoder
• Sample FPN structure

• Output 7 channel (Alpha matte prediction, Foreground prediction, Background 
prediction)



Learnable Content-Sensitive Weights

• Observation:
• Each matting class represents a distinct appearance 

and structure and thus its respective color and alpha 
exhibit different gradient distributions from others

• Example: 
• Hair consists of fine structures with large gradients 

along hair boundaries

• Fire exhibits smooth transition across its foreground 
region.

• Make the model aware of gradient 
changes

• Derivation of the original formula:

• Introduction of content sensitive weights:

λ1, λ2 ∈ R3∗𝐻∗𝑊



Multi-Class Discriminator

• Another extra classifier

• Similar structure with trimap classifier, but the input is only 1-channel alpha matte

• Output include classification results and intermediate features



Loss Function

• Reconstruction Losses

• Classification and Feature Reconstruction Loss

• Gradient-related Loss

• Total



Results





Robustness to different classes



Robustness to trimap



Ablation


