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Detection

• Localization

• Classification



Open-vocabulary

• Open-set

• Train on A, test on B

• Multimodality

• Visual, image/video

• Language, text

• Prediction related with input text prompt



CLIP: Connecting Text and Images



CLIP: Connecting Text and Images

Transformer

[SOS] a photo of dog [EOS]

[SOS] a photo of dog [EOS]



CLIP: Connecting Text and Images

Transformer

GAP p1 p2 pn-1 pn

GAP p1 p2 pn-1 pn…

…

H * W



CLIP: Connecting Text and Images



CLIP: Connecting Text and Images

• Dataset

• 400 million pairs (image, text)

• Collected from Internet

• Training

• 32 epochs

• minibatch size of 32,768

• 18 days on 592 V100 GPUs (RN50x64)

• 12 days on 256 V100 GPUs (ViT-L/14)





Naive Detector

• Class-agnostic RPN

• Classify with distance



Naive Detector

• Class-agnostic RPN

• Classify with distance



Limitation

• {Class name} → category embedding, suboptimal

• Lexical ambiguity

• Domain gap on the visual representation

• CLIP, scene-centric

• RPN, object-centric

• Base categories, less diverse

• Insufficient to guarantee the generalization



Regional Prompt Learning RPL

• Learnable vectors

• Shared for all categories

• Description

{category: “almond”, description: “oval-shaped edible seed of the almond tree”}



Regional Prompt Learning RPL

• Off-line manner

• Visual

• Crops from LVIS

• Base categories



Regional Prompt Learning RPL



Self-training

• Sourcing candidate images

• LAION-400M, initial corpus

• N novel category prompt

• Keep images with highest similarity

• w/o GT box

• Alternate RPL and sourcing



Self-training

• Alternate RPL and sourcing



Self-training

• Bounding box generation

• Sourced images, object-centric

• Top-K proposals, objectness

• Maximal classification score

• Re-training



Self-training



Self-training



Dataset



Result


