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Panoptic Segmentation

Things: person, car, and bicycle

Stuff: sky, grassland, and snow



Panoptic Quality



Overall architecture



Transformer Encoder

𝐶!" , 𝐶#" , 𝐶$" ∈ 𝑅%!×'$(, 𝑅%"×'$(, 𝑅%#×'$(



Deformable Attention https://arxiv.org/abs/2010.04159



Location Decoder

• Introduce the location information (i.e., center 
location and scale) of things and stuff into the 
learnable queries.

• Given N randomly initialized queries
• Apply an auxiliary MLP head on top of 

location-aware queries to predict the center 
locations and scales of the target object



Mask Decoder

Upsample these attention maps to the resolution of H/8×W/8 
and concatenate them along the channel dimension

the mask decoder by the common multi-head attention



Loss Function

• the prediction set !𝑌 = $𝑦! !"#
$

• the ground truth set Y = 𝑦! !"#
%

• 𝑁 ≥ 𝑀



Mask-Wise Inference

• SemMsk and IdMsk are first initialized by zeros
• Sorted prediction results in descending order of 

confidence score
• The results with confidence scores below 
𝑡ℎ𝑟)*+ will be discarded

• The overlaps with lower confidence score will 
be removed
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