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Open-Vocabulary



CLIP: Connecting Text and Images



CLIP: Connecting Text and Images

Transformer

[SOS] a photo of dog [EOS]

[SOS] a photo of dog [EOS]



CLIP: Connecting Text and Images

Transformer

GAP p1 p2 pn-1 pn
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CLIP: Connecting Text and Images



CLIP: Connecting Text and Images

• Dataset

• 400 million pairs (image, text)

• Collected from Internet

• Training

• 32 epochs

• minibatch size of 32,768

• 18 days on 592 V100 GPUs (RN50x64)

• 12 days on 256 V100 GPUs (ViT-L/14)



ALIGN:A Large-scale ImaGe and Noisy-text embedding

• Leverage a noisy dataset of 1.8 billion image-text pairs

• Scale of our corpus can make up for its noise and leads to SOTA



ALIGN



Open-vocabulary Image Segmentation

• N object masks → N vision embed

• M words → M text embed

• Similarity matrix, (N, M)



Dataset

• COCO Panoptic

• COCO Caption

a group of people riding horses down a small road.

a group of people are riding horses at a park.

people are riding their horses in the parade.

a group of riders on horses in a field.

a large crowd of people riding horses walks along a trail.



Vision Embed- Segmentation mask



Vision Embed- Mask based pooling
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Vision Embed

1. N maskformer query

2. Maskformer predict 
• N object mask. (Bsz, N, H, W)

3. Mask based pooling
• N vision embedding. (Bsz, N, dim)



Text Embed 

1. Image Caption. 
• “a group of people riding horses down a small road.”. str

2. Extract Noun. 
• [‘people’, ‘horses’, ‘road’]. List[str]

3. Tokenize. 
• Token. List[List[Float]] (num_word, context_length)

4. Forward, ALIGN text encoder. 
• Embedding. Tensor. (Bsz, M, dim)



Grounding Loss - Similarity

• Softmax at i-th element 

• Image-Caption score 

• All regions to one word 

• Similarity

weight

How j similar with i, compared with others

similarity



Grounding Loss

• Image-Caption score 

• Encourages each word to be grounded to one or a few region

• All images in a batch I to a caption C_b

• Caption to I_b

• Grounding Loss:



Scale up the training data

1. Train a teacher model on a segmentation dataset

2. Annotate with pseudo segmentation labels

3. Train with the mix of human and pseudo labels

• COCO

• Localized Narrative. 

• Contains detailed natural language descriptions along with mouse traces.

• COCO, Flickr, Open Images, ADE20k. 

• 652k images for training



Training

• Batch size

• 1024

• Max iter

• 30k for COCO

• 60k for COCO and Loc. Narr.

• Loss weight

• 4 : 1, segmentation loss : grounding loss

• Keep probability of words extracted from captions

• 0.75



Result

ALIGN++, add FPN, high resolution, per-pixel supervision. 

Grounding mIoU, only uses the ground-truth classes in an image.



Ablation Study




