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Review of dynamic convolution 

learning a linear combination of N convolutional kernels weighted with their input-dependent attentions



Limitation              

• Firstly

Only one dimension  

regarding the convolutional kernel number

While the other three dimensions are overlooked

regarding the spatial size, the input channel number and the output 
channel number for each convolutional kernel

[N, in_channel, out_channel, k, k]

limiting their abilities to capture rich contextual cues



Limitation

• Secondly

dynamic convolution increases the number of convolutional 
parameters by N times



αsi assigns different attention scalars to convolutional parameters 
(per filter) at k * k spatial locations

[N, in_channel, out_channel, k, k]



αci  assigns different attention scalars to cin channels of each 
convolutional filter Wi

m

[K, in_channel, out_channel, W, H]



αfi  assigns different attention scalars to cout convolutional filters 

[K, in_channel, out_channel, W, H]



αwi assigns an attention scalar to the whole convolutional kernel

[K, in_channel, out_channel, W, H]
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Mobilenet              



Resnet              



MS-COCO 2017 



ABLATION STUDIES

different numbers of convolutional kernels n



Investigating the complementarity of four types of attentions

ABLATION STUDIES



inference speed 

ABLATION STUDIES

GPU：NVIDIA TITAN X (with batchsize 200)
CPU：Intel E5-2683 v3 (with batch size 1)


	幻灯片 1
	幻灯片 2: Review of dynamic convolution 
	幻灯片 3: Limitation              
	幻灯片 4: Limitation
	幻灯片 5
	幻灯片 6
	幻灯片 7
	幻灯片 8
	幻灯片 9
	幻灯片 10: Mobilenet              
	幻灯片 11: Resnet              
	幻灯片 12:  MS-COCO 2017 
	幻灯片 13: ABLATION STUDIES
	幻灯片 14: ABLATION STUDIES
	幻灯片 15: ABLATION STUDIES

