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Motivation

• No universal pre-training & pre-training is resource-intensive

• A bridge between pre-training and finetuning



Setting

• Holistic understanding of multiple downstream tasks
• Tasks: semantic & drivable area segmentation, traffic object detection
• Extracting features with better transferability
• Pretrain-finetune V.S. pretrain-adapt-finetune

• Poor performance due to distinction of training objectives & architecture design

• Prompt-based adaption: learnable task-specific prompting and L2V alignment

• Novelty
• Adapt stage & unchanged backbone (few training cost in FPN)
• LV-Adapter benefits downstream tasks



Setting



Pipeline



Details

• Each task share the same backbone with task-specific head
• Backbone&neck: 

• ResNet, FPN

• Seg Head: 
• MaskFormer

• Det Head
• Sparse R-CNN



Adapt stage

Student model trained with both gTruth and pseudo label：
• Language-guided pretrain-adapt-finetune paradigm:

Teacher model to generate pseudo labels:
• Teacher: trained with few labeled for each task
• Pseudo label: prediction of unlabeled data by teacher



L2V: language guided



L2V: language guided

• LV-Adapter
• Task-specific prompts: learnable template(from CoOp)  for each task

• ni: embedding of the class name
• vt: task-specific learnable contexts   t-task

• Language-aware context(cross-attention)

• Z5: last feature map of P5 (strides=32 pyramidal feature from FPN)
• Output Z5 to update Z5, thus FPN is linguistic-aware, and then connected to task-

specific heads.





Experiment

• BDD100K
• 100k videos of 40s, annotations at a flip of second 10
• 67K training images: object detection and drivable area segmentation (no 

ss)
• 4k training images: semantic segmentation (no od, das)
• 3K training images: object detection,  drivable area segmentation, 

semantic segmentation 

• Disjoint-normal
• drivable area segmentation (20k), object detection (10k), semantic 

segmentation (7k). 



Experiment

• Comparation of multi-task training methods





Single task v.s. mutil-task training 



Ablation 



Training efficiency



Prompts 



All convolutional based exp.



Single-task setting



Experiment on NuImages



Summary

• Pretrain-adapt-finetune paradigm
• Reduce the gap between pre-training and fine-tuning without increasing 

training cost

• LV-Adapter
• Incorporate linguistic knowledge into visual features which benefit the 

downstream tasks

• A more diversified task set with more annotations will further 
benefit the learning of multi-headed architecture


