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Motivation

▪ Text embeddings provide a flexible label representation in which semantically similar
labels map to similar regions in the embedding space(e.g.,“cat”and“furry”).
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Approach — Framework
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Approach — Image Encoder

▪ Image Encoder = ViT image encoder + DPT decoder



Approach—Spatial Regularization Blocks

▪ Ensure all operations stay equivariant

with respect to the labels

▪ There should be no interactions

between the input channels, whose

order is defined by the order of the

words and can thus be arbitrary



Approach—Spatial Regularization Blocks

Normal Convolution

Depthwise Convolution



Training details

▪ Image encoder: ViT/ResNet101 pretrained in ImageNet

initialize the decoder of DPT randomly

▪ Text encoder: CLIP pretrained

▪ Freeze text encoder and only update the weights of the image encoder

▪ Provide the full label set that is defined by each training set to the text

encoder for each image.



Experiments

▪ Dataset :

▪ PASCAL-5i

▪ COCO-20i

▪ FSSS-1000: train,val,test→520,240,240 classes

▪ Evaluation Metric

▪ mIoU: the average IoU over all classes

▪ FB-IoU: mean value of foreground and background IoUs in fold i and ignores 

the object classes

PASCAL-5i COCO-20i
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Table 3: Comparison of mIoU on FSS-1000. 



Visualization
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