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▪ CNN-based Method



Review

▪ Transformer-based Method

▪ 1) Pre-processed with trained-detector: Mask-rcnn→get segmentation from box directly

▪ 2) VLT: Vision-Language Transformer and Query Generation for Referring Segmentation
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Motivation

▪ In previous methods, cross-modal interactions occur only after feature encoding.

▪ The cross-modal decoder is solely responsible for aligning the visual and linguistic 
features. 

▪ As a result, previous methods fail to effectively leverage the rich Transformer layers 
in the encoder for excavating helpful multi-modal context

▪ To address these issues, a potential solution is to exploit a visual encoder network 
for jointly embedding linguistic and visual features during visual encoding. 



Swin Transformer



Contribution

▪ We propose LAVT（Language-Aware Vision Transformer), a Transformer-based 

referring image segmentation framework that performs language-aware visual 

encoding in place of cross-modal fusion in a post-feature extraction step.

▪ We achieve new state-of-the-art results on three datasets for referring image 

segmentation, demonstrating the effectiveness and generality of the proposed 

method. 
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Approach

▪ Pixel-Word Attention Module (LAVT) ▪ Query Generation Module (VLT)



Approach

▪ Language Pathway

▪ Segmentation Decoder-side



Experiments



Experiments--Validity of LP and PWAM



Experiments—Other Ablations



Experiments—Comparisons with VLT and EFN on a Fair Ground



Visualization
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