
01 Few-Shot Segmentation via Cycle-Consistent Transformer

• Neural Information Processing Systems (NIPS 2021)



01 Background for Few-Shot Segmentation
• Motivation 

• Deep learning based computer vision systems have largely depended on large-scale training sets
• Deep networks mostly work with predefined classes and are incapable of generalizing to new ones

Few shot: learn how to recognize novel objects after seeing only a handful of exemplars

prototype

Feature from Res2 + Res3
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• Motivation  

• Many pixel-level support features are quite different from the query ones, and thus may confuse 
the attention.
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• Framework of the proposed Cycle-Consistent TRansformer (CyCTR)  

•  Self-alignment block for utilizing global context within the query feature map
•  Cross-alignment block for aggregate information from support images

Few-Shot Segmentation via Cycle-Consistent Transformer
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• Cycle-Consistent Attention（ Cross-alignment block ） 
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• Mask-guided sparse sampling and K-shot Setting
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With a proper Ns, the sampling operation reduces the computational complexity, and makes our 
algorithm more scalable with the increase of spatial size of support images. 
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• Self-alignment block

• Refering to deformable detr
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Compare with original attention



01 Few-Shot Segmentation Setting
• Dataset  

• Pascal-��: 20 categories, 15 classes are used for training and 5 classes for test.
• COCO- ���: 80 categories, 60 classes are used for training and 20 classes for test.

• Evaluation Metric
• mIoU
• FB-IoU
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• Results 
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