


Motivation

The substantial computational resource requirements associated with ViT 
models make SAM’s practical applications are still challenging
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Provide the prompt + Segment the target

Pipeline of SAM



All-instance segmentation + Prompt-guided selection

Pipeline of Fast-SAM



YOLOv8-seg



Detect-Branch
Detect   ➡ W × H × [ x, y, h, w, cls ]

Mask Coeff.   ➡ W × H × 32  



Detect-Branch
[ W, H, 320 ]  ➡ [ 2W , 2H, 32 ]



Detect-Branch
[ N , 32 ]  @  [ 32 , W, H ]  =  [ N, W, H ]   



Prompt-guided Selection

merging Compute IoU Compute similarity



Experiments -using only 2% of the SA-1B

• Run-time Efficiency

• low-level: edge detection

• mid-level: object proposal generation

• high-level: instance segmentation

• high-level: segmenting objects with free-form text input

• Real-world Applications



Run-time Efficiency

50x faster than SAM (32×32)
170x faster than SAM (64×64)



Zero-Shot Edge Detection



object proposal generation



mask proposal generation

We think this is because the confidence score is defined as the b-box 
score of YOLOv8, which is not strongly related to the mask quality



Zero-Shot Instance Segmentation

The masks of some of the tiny-sized objects tend to be near the square. Besides, the 
mask of large objects may have some artifacts on the border of the bounding boxes



Zero-Shot Object Localization with Text Prompts

the running speed of the text-to-mask segmentation is not satisfying, since 
each mask region is required to be fed into the CLIP feature extractor



Anomaly Detection



Salient Object Segmentation



Building Extracting



Motivation

• The substantial computational resource requirements associated with 

ViT models make SAM’s practical applications are still challenging

• Break the limitations of the ViT model provided by SAM



Limitations of SAM ViT-Huge

• Heavy computation

• Promptable model

• Portability



Promptable model
-SAM segments nothing without prompt

• A model that generates prompt  +  ViT-Huge

• Find a suitable prompt for all downstream tasks





combining Grounding DINO and Segment Anything





What does SAM bring us ?

• A ViT-Huge model

• SA1B dataset of 1 Billion masks

• A data engine



Based on the task of promptable segmentation, the 
segment anything model (SAM) is the first vision foundation 
model that mimics the human eye to understand the world and 
its emergence has transformed the computer vision community.

Our work conducts the first yet comprehensive survey on 
SAM. We hope our survey helps readers interested in SAM for 
performing their research.


