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Parametric & Non-Parametric



Introduction

Question:
1. What are the relation and difference between FCN based and

attention based mask decoding strategies?
2. If the learnable query vectors indeed implicitly capture some

intrinsic properties of data, is there any better way to achieve
this?



Parametric & Non-Parametric



Introduction

Question:
1. What are the relation and difference between FCN based and

attention based mask decoding strategies?
2. If the learnable query vectors indeed implicitly capture some

intrinsic properties of data, is there any better way to achieve
this?

3. What are the limitations of this learnable prototype based pa-
rametric paradigm?

4. How to address these limitations?
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Parametric Prototype Learning

<","> distance measure



Introduction

Limitations:
1. Single learned prototype per class, insufficient to rich intra-
class variance.
2. Much parameters needed for prototype learning, hurting
generalizability.
3. Ignoring known inductive biases, intra-class compactness about
feature distribution.



Architecture illustration

𝐼 ∈ 𝑅!×#×$ 𝑝%,' ∈ 𝑅$



Non-Learnable Prototype based pixel classification

Pixel features, 𝐼 ∈ 𝑅)×+×,, 𝐶𝐾 non-learnable prototypes 𝑝-,. ∈ 𝑅, -,./0
1,2 .

The category prediction of each pixel 𝑖 ∈ 𝐼.

Probability of Pixel i over the C class,

update prototypes,



Within-Class Online Clustering

Given pixels 𝐼! = 𝑖" "#$
% in a training batch that belong to class c.

K prototypes 𝑝!,' (#$
) of class c.

Pixel-Prototype mapping, 𝐿! = 𝑙*! "#$
% ∈ 0,1 )×%,

𝑙*! = 𝑙*!,' '#$
) ∈ 0,1 )

Pixel embedding 𝑋! , Prototypes 𝑃!



Within-Class Online Clustering

Solution using Sinkhorn-Knopp iteration.



Training Objects
CE loss

Pixel-Prototype Contrastive Learning

Pixel-Prototype Distance Optimization
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Ablation Study

parametric v.s. nonparametric



Ablation Study

Design
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Prototype Meaning



Embedding Space


