


Brief Introduction
• Baseline：Swin-Transformer

• Problem of previous work:
• PVT and Swin:

• The downsampling technique of PVT results in severe information loss

• The shift-window attention of Swin leads to a much slower growth of receptive fields, which 
limits the potential of modeling large objects

• DCN’s non-trivial: 
• DCN just use HxWxC image feature to get 3x3 kernel and bias, computation complexity is about 

9HWC

• If in the same way with DCN, DAT’s complexity will drastically rise to NqNkC, where Nq and Nk
have the same scale with HW

• Thus a data-dependent sparse attention is required to flexibly model relevant features

• Main idea:
• Deformable offset, an important improvement of self-attention

• A new framework based on Swin-Transformer, using this deformable attention structure 
to replace part of the shift-window attention



Swin-Transformer

• Using hierarchical Transformer to 
address multi-scale features

• Split the image into non-overlapping 
windows and calculate the patch-wise 
self-attention in each window(W-MSA)

• Propose a shift-window strategy to 
allow cross-window connection(SW-
MSA)



Preliminaries —— Self Attention



Preliminaries —— Self Attention

• Wq , Wk , WV have the same shape of C x C

• Feature x has the shape of HW x C

• So feature q, feature k and feature v have the same
shape HW x C



Method



Reference Points

• Shape:

• , r is downsampling factor

• The values of reference points are linearly spaced 2D 
coordinates

• Then the coordinates is normalized to (-1, +1), where

(-1, -1) indicates top left and (+1, +1) indicates bottom right



Offsets
• Using offset network to get the offsets, input is tensor q, output is offset value

• Input shape is HxWxC, output shape is H/r x W/r x 2 (HG x WG  x 2 , same shape as p)

• To avoid too large offset use predefined s and formulation 

• Offset value can be directly added to the reference point to get the deformed points



Local Bilinear Interpolation

• fff

• jjjjjj

• So   ‘’s shape is HG WG  x C



Other Details

• Relative Position Bias Offset
• a feature map with shape H×W, its relative coordinate displacements lie in the range of 

[−H, H] and [−W, W] at two dimensions.

• In Swin Transformer and DAT, the relative position bias table is

• ggg
• ggg

• Offset groups

• To promote the diversity of the deformed points, split the feature channel into G groups

• Features from each group use the shared sub-network to generate the corresponding 
offsets respectively

• The head number M for the attention module is set to be multiple times of the size of 
offset groups G



Computational complexity

• MSA（multi head self attention）
• dsd

• W-MSA （window-based multi head self attention）
•

• DMHA (Deformable multi head self attention)
• sasa





Architecture

(a) Swin-Transformer’s Architecture

(b) DAT’s Architecture



Experiments on classification datasets

DAT Swin



Experiments on detection datasets



Experiments on semantic segmentation datasets



Ablation Study



Visualization


