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• CVPR (2022)

• Motivation 
(1)Previous UDA methods mostly evaluated their contributions using a DeepLabV2 [6] or FCN8s [48] network 

architecture with ResNet or VGG backbone in order to be comparable to previously published works. However,

even their strongest architecture (DeepLabV2+ResNet101) is outdated in the area of supervised semantic segmentation.

(2) As the potential of a more capable architecture, such as DAFormer, can be impaired by unstable training and over-

fitting to the source domain
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• Contribution

• Compile DAFormer, a network architecture tailored for UDA

• Introduce three training strategies to UDA to avoid overfitting to the source domain
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• Overview of the Proposed Model

• (1)

• (2)

• (3) Exponentially moving average:

• (4) overall UDA loss:
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• DAformer Network Architecture

• (1) Follow the design of Mix Transformers(SegFormer)

• (2) Utilize additional context information in the decoder

• (3) Use multiple parallel 3×3 depthwise separable convolutions 
with different dilation rates and a 1×1 convolution to fuse them
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• Training Strategies for UDA

• (1) Rare Class Sampling (RCS):

• (2) Thing-Class ImageNet Feature Distance (FD):

• (3) Learning Rate Warmup for UDA:the learning rate at 
iteration t is set 
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• Experimental Results：
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• Comparison of Network Architectures for UDA：
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• Ablation study：
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