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Interpreting the Learned Prompts





Overfitting problem



Assumption

• The context, which is fixed once learned, is optimized only for a 
specific set of (training) classes.

• Make a prompt conditioned on each input instance (image) rather 
than fixed once learned could be more generalizable

• Static prompt -> Dynamic prompt
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Method

ti(x) = {v1(x), v2(x), . . . , vM(x), ci}.

vm(x) = vm + π where π = hθ(x) and m ∈ {1, 2, ..., M}.
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Ablation Study


