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Conditional Prompt



Pre—CLIP

▪ Prompt: 提示
Prompt: A photo of a ______.



Pre—CLIP

A photo of a ______. Satellite imagery of ______.

A center satellite photo of ______. A street sign of the number:”_______”.



Pre—CoOp Context Optimization

Learning to Prompt for Vision-Language Models. arXiv:2109.01134
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Pre—CoOp Context Optimization



Motivation—CoCoOp

▪ To learn generalizable prompts.

Conditional Context Optimization



Framework—CoCoOp

▪ In this work, the Meta-Net is built with a two-layer bottleneck structure (Linear-ReLU-
Linear), with the hidden layer reducing the input dimension by 16×.



Comparison of CLIP/CoOp/CoCoOp



▪ Split the classes equally into two groups: base classes and new classes

▪ Trained on base classes 

▪ Evaluated on the base and new classes separately to test generalizability

▪ 16 shots

▪ Vision backbone in CLIP, i.e., ViT-B/16

▪ Fix the context length to 4 and initialize the context vectors using the pre-trained word 

embeddings of “a photo of a” for both CoOp and CoCoOp.

Generalization From Base to New Classes



Generalization From Base to New Classes

H: Harmonic mean (to highlight the generalization trade-off [54]).



Cross-Dataset Transfer

Domain Generalization



Further Analysis 

Class-Incremental Test



Limitations

▪ The first limitation is about training efficiency: CoCoOp is slow to train and would

consume a significant amount of GPU memory if the batch size is set larger than one.

The reason is because CoCoOp is based on an instanceconditional design that requires

for each image an independent forward pass of instance-specific prompts through the

text encoder. This is much less efficient than CoOp that only needs a single forward pass

of prompts through the text encoder for an entire mini-batch of any size.

▪ The second limitation is that on 7 out of the 11 datasets (see Table 1), CoCoOp’s

performance in unseen classes still lags behind CLIP’s, indicating that more efforts

are needed from the community to fully close or overturn the gaps between manual

and learning-based prompts.
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