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Self-supervised pretraining

• Segmentation supervised
• Image -> Logits mask prediction -> CELoss <- GT mask (Human annotate)
• Image (-> Semantic information) -> Logits mask prediction

• Segmentation self-supervised
• Image (-> Semantic info) -> Pretext pred -> Loss <- Pretext GT (Generated)
• Image (-> Semantic info) -> Logits mask prediction -> CELoss <- GT mask



Self-Supervised Pretext





Motivation

• Image-level are sub-optimal for dense prediction tasks 
• object detection, semantic segmentation

• May overfit to holistic representations

• Goal: develop self-supervised pretraining aligned to object detection.
• Translation and scale invariance 



Arch





Object proposal

• Selective search, 
• unsupervised algorithm

•
• Random select K proposals



View Construction

• V1
• Resize to 224 x 224

• V2
• Random crop, scale [0.5, 1] on V1
• Resize to 224 x 224
• Proposals outside of  V2 are dropped

• V3
• Resize to 112 x 112, from V2



View Construction

• V1, V2, V3 randomly and independently augmented
• Horizontal flip
• Color distortion

• Brightness, contrast, saturation, hue adjustments
• Optional grayscale conversion
• Gaussian blur 
• Solarization



Box Jitter

• To encourage variance of scales and locations
• With a probability of 0.5



Aligning Architecture to Object Detection

• Two neural network
• Same arch
• Different weight

• FPN

• R-CNN head

h, object level representation



Aligning Architecture to Object Detection

• Projection

• Loss

• Symmetry 
• V2 V3 feed to online network
• V1 feed to target network



Scale-Aware Assignment

• FPN original

• In paper



Result

* Additional V4, 192 x 192



Ablation Study



Ablation Study


