






Identity Assignment

• Identity Embedding

• Identity Decoding



Long-short term transformer (LSTT)

• Long Term Attention

• Short Term Attention





Overview Architecture

• Encoder
• MobileNet V2

• Decoder
• FPN



AOT-Tiny:L=1, m=1

AOT-Small:L=2, m=1

AOT-Base:L=3, m=1

AOT-Large:L=3, 
m={1,7,13,……}

AOT-Base 5 times 
faster than CFBI 
(15.2fps vs 3.4fps)



Ablation study



Interpretability — Identity Bank



Interpretability — Long term & Short term 
Memory



Thanks for watching!


