
Video Instance Segmentation
• Simultaneous tracking、detection and segmentation
• Evaluation metric : temporal mAP

• Datasets: YouTube-VIS 2019/2021、OVIS



Past Work Overview
• Based on different instance segmentation method:

• Compared with instance segmentation method:
• Need to fuse temporal information
• Instances association may be required
• Greater memory consumption



Past Work Overview
• Classified by tracking method:

• Online (Frame-level)  method:

• Offline (Clip-level) method



Recent Research Trend
• Use temporal query to generate predictions
• Transformer-based more efficient spatiotemporal feature fusion
• More efficient data association / instance identification mechanism



Efficient VIS



Efficient VIS
• Clip level offline
• Query Based



Efficient VIS
• Tracklet Query and Proposal Query Based：
• tracklet queries：
• tracklet proposals：

• Factorised Temporo-Spatial Self-Attention (FTSA)：
• separately perform temporal and spatial 

Multi-Head Self-Attention 
• saves more computation and more effective  



Efficient VIS
• Temporal Dynamic Convolution (TDC): 
• perform 3D dynamic convolution on an RoI region of the base feature

• Head Networks:



Efficient VIS
• YTVIS 2019:



Efficient VIS
• YTVIS 2021:





VISOLO



VISOLO
• SOLO



VISOLO



VISOLO
• Memory Matching Module



VISOLO
• Temporal Aggregation Module
• gathers the appearance information from the past using the grid similarity

ConV
Reshape to

Softmax



VISOLO
• Score Reweighting Module
• using grid similarity to update current category score



VISOLO
• Instance tracking
• using grid similarity to track



VISOLO



VISOLO



VISOLO



TeViT



TeViT



TeViT
• Messenger Shift Transformer Backbone:



TeViT
• Spatiotemporal Query Interaction Head



TeViT
• YTVIS 2019:

• YTVIS 2021



TeViT



GMP VIS



GMP VIS
• Bipartite graph matching（Node-wise linear assignment problem）：



GMP VIS
• Quadratic Assignment Problem（Edge-wise graph matching）：



GMP VIS
• Koopmans-Beckmann’s type:

• After Reformulation and Convex Relaxation

• For two nodes i, i′ ∈ G1 and their corresponding nodes j, j′ ∈ G2
• the difference of the weight of edge (i, i′) and (j, j′)
• the node affinities between i and j.

:weighted adjacency matrices of graph G1 and G2 

:node-to-node affinity between G1  and G2



GMP VIS



GMP VIS
• YTVIS 2019:



Mask2Former VIS
• One query is responsible for the prediction of an instance over the entire video sequence
• Matching during Training : Bipartite graph matching
• Optimization:
• masked-attention 
• calculating mask loss on few randomly sampled points 
• Swap the order of self-attention and cross attention 



Video K-Net VIS
• Generate query on each frame, and then perform data association
• Matching during Training : Optimizing the prediction of two frames that match each other


