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01 Background

Annotations are particularly 

costly as every pixel has to be 

labeled



01 What is UDA?

UDA: Unsupervised Domain Adaptation  

Image:

Label:

test
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• ECCV 2022

• Motivation 
However, they typically focus on reducing the domain discrepancy globally, and fail to keep pixel-level semantics

Bi-directional Contrastive Learning for Domain Adaptive Semantic 

Segmentation



01
• Contribution

• We introduce a novel contrastive learning framework using bi-directional pixel-prototype 

correspondences to learn domain-invariant and discriminative feature representations for UDASS

• We propose a nonparametric approach to generating dynamic pseudo labels. We also present a calibration 

method to reduce domain biases for pixel-prototype correspondences between target and source domains

• We set a new state of the art on standard benchmarks for UDASS, and demonstrate the effectiveness of 

our contrast learning framework
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• Experimental Results

• GTA5:
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• Experimental Results

• SYNTHIA :
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• Ablation study
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