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Incremental learning

Incremental learning ( Continual 

learning , lifelong learning):

• 独立同分布(i.i.d.)假设
• 稳定性-可塑性困境

Task incremental learning:
{𝓨(𝒕)} ≠ {𝓨(𝒕+𝟏)}

Task known & Task unknown

Methods:

• Replay

• Regularization-based

• Parameter isolation



Motivation

Limitation: memory usage increases as new tasks arrive.

• Replay: additional room to store the replay buffer.

• Parameter isolation: addition room for models to deal 

with new task.

How can we build a memory-efficient CL model that 

does not exceed the capacity of  the backbone network?

[1] The Lottery Ticket Hypothesis :Finding Sparse Trainable Neural Networks. ICLR 2019 (best paper)

Lottery Ticket Hypothesis(LTH):

• Model-purning method

• Over-parameter

• Winner ticket: subnetworks

• “Subnetworks of  large network—when trained in 

isolation—converge in a comparable number of  

iterations to comparable accuracy”



Motivation



Method



Overview & Details

• Freeze parameters selected by 

pervious steps.

• Compress binary mask M with 

Huffman encoder.

output = model(data)
loss = criterion(output, target)

loss.backward()

getattr(getattr(model, module_name), 
module_attr).grad[consolidated_masks[ke
y] == 1] = 0

optimizer.step()



Experiments

• ACC: accuracy

• CAP: capacity of  parameters(%)

• BWT: the ACC drop during continual learning(i.e., forgetting)



Experiments



Experiment

• “reused for all tasks” keeps in a low level, while “reused 

per tasks” is more.

• WSN tends uses diverse weights to solve the sequential 

tasks within all used weights. 
Paramenter Correlations between tasks.


