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Methods:

• Replay

• Regularization-based

• Parameter isolation
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Motivation

A. Need to maintain the balance between 

old and new classes -> prototype 

augmentation

B. Learned features are task-specific in 

each stage, and maybe a bad initialization 

for the following tasks

To learn more general representation
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A. Label Augmentation(Self-Supervision)

B. Prototype Augmentation

C. Knowledge Distillation



Lee H, Hwang S J, Shin J. Self-supervised label augmentation via input transformations[C]//International 

Conference on Machine Learning. PMLR, 2020: 5714-5724.

Label augmentation

Extend the label set of  K-classes problem

Calculate CELoss 𝐿𝑡,𝐶𝐸 with 4K-classes



Prototype augmentation

Old prototype 𝜇𝑡𝑜𝑙𝑑,𝑘𝑜𝑙𝑑 is calculated by the mean 

of  feature embeddings of  the category

𝑟: Hyper Parameters

𝐿𝑝𝑟𝑜𝑡𝑜𝑎𝑢𝑔 = 𝐶𝐸𝐿𝑜𝑠𝑠(𝐺𝑡(𝐹𝑡𝑜𝑙𝑑,𝑘𝑜𝑙𝑑 , θ), 𝑌𝑜𝑙𝑑)



Loss && Overview

𝐿𝑡,𝐶𝐸

𝐿𝑝𝑟𝑜𝑡𝑜𝑎𝑢𝑔

Inference: Orange Path 

𝜆 = 𝛾 = 10
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