


Incremental learning
Class Incremental learning

·Learning Step

·predictions with all seen categories/tasks

Incremental learning ( Continual 

learning , lifelong learning):

• independent and identically 

distributed(独立同分布, i.i.d.)

• Stability-plasticity Dilemma

Task Incremental learning
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Mask methods



Meta attention
Attention to attention

Objective

A. ℒ𝑐𝑒

B.

Drop-control loss is to prevent excessive patch dropping with 

hyper-parameter λ=0.9

Generate binary mask to control self-Attention:

Learnable parameters 𝑡 ∈ ℝ2

Gumbel-Softmax estimator:







Overview

？
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Pooled Cube Distillation

MiB: per-pixel knowledge distillation ( KD )

PLOP: row & column KD & Local POD

RCIL: multi-scale & spatial KD & channel KD



RC Module

Training:

𝜂 ∈ 0, 0.5, 1 ,

Inference:

𝜂 = 0.5,



Result





Motivation

• Task Incremental Learning is not reality in some scenarios.

• Strong pre-trained models benefits Class-Incremental Learning 



The comparison between fine-tuning 

and freezing representations. 

Fixed with lots base classes performs 

better.

The novel class accuracy of  fine-tuning each 

pre-trained model with different numbers of  

layers.

Observation
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