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Abstract—Independent component analysis with soft reconstruction cost (RICA) has been recently proposed to linearly learn sparse representation with an overcomplete basis, and this technique exhibits promising performance even on unwhitened data. However, linear RICA may not be effective for the majority of real-world data because nonlinearly separable data structure pervasively exists in original data space. Meanwhile, RICA is essentially an unsupervised method and does not employ class information. Motivated by the success of the kernel trick that maps a nonlinearly separable data structure into a linearly separable case in a high-dimensional feature space, we propose a kernel RICA (kRICA) model to nonlinearly capture sparse representation in feature space. Furthermore, we extend the unsupervised kRICA to a supervised one by introducing a class-driven discrimination constraint, such that the data samples from the same class are well represented on the basis of the corresponding subset of basis vectors. This discrimination constraint minimizes inhomogeneous representation energy and maximizes homogeneous representation energy simultaneously, which is essentially equivalent to maximizing between-class scatter and minimizing within-class scatter at the same time in an implicit manner. Experimental results demonstrate that the proposed algorithm is more effective than other state-of-the-art methods on several datasets.

Index Terms—Image classification, independent component analysis (ICA), nonlinear mapping, pattern recognition.

I. INTRODUCTION

SPARSITY characterizes a great number of natural and man-made signals [1], and this attribute plays a vital role in many machine learning techniques, such as compressed sensing [2], sparse coding [3], dictionary learning [4], sparse auto-encoder [5], restricted Boltzmann machines (RBMs) [6], and independent component analysis (ICA) [7].

Among these techniques, ICA transforms an observed multidimensional random vector into components that are statistically as independent from each other as possible. Specifically, a general principle for estimating independent components is to maximize non-Gaussianity [7]. This principle is based on central limit theorem, which states that the summation of independent random variables is more similar to Gaussian than any of the original random variables, i.e., non-Gaussian is independent. Sparsity is one form of non-Gaussianity and is dominant in natural images [8]; and therefore, maximizing sparseness in natural images is equivalent to maximizing non-Gaussianity. Thus, maximizing sparseness is generally used to estimate independent components [8], [9]. ICA has been successfully applied to learning sparse representation in computer vision and machine learning tasks [7], [9].

Overcomplete basis, i.e., the number of basis vectors is substantially larger than their dimension, has been advocated because overcomplete representations are sparser, more flexible, and more robust to noise than complete or undercomplete ones. With an overcomplete basis, Coates et al. [10] showed that several approaches, such as sparse autoencoders [5], k-means [10], and RBMs [6], can improve classification. However, it is not trivial for standard ICA to learn an overcomplete basis, which puts the ICA at a disadvantage compared with these methods.

The above disadvantage is mainly due to the hard orthonormality constraint of standard ICA on basis matrix $W$, where rows of $W$ are orthonormalized at each iteration by symmetric orthonormalization, i.e., $W ← (WW^T)^{-1/2}W$. However, this orthonormalization does not work for learning overcomplete basis. Although a number of alternative orthonormalization procedures [8] can be employed to learn overcomplete bases, these procedures would incur not only additional computational expense but also cumulative errors in alternative calculating processes. To solve these problems, Le et al. [9] replaced the orthonormality constraint with a robust soft reconstruction cost for ICA (RICA). RICA can learn an overcomplete basis even on unwhitened data. However, RICA is a linear technique and can therefore only explore sparse representation in the original data space. Moreover, RICA is an unsupervised method and does not make use of label information.

A linear discriminant may not be effective for the majority of real-world data because nonlinearly separable data structure generally exists in original data space [11]. To enhance the discrimination of data representation, kernel trick [11] can...
be used to map a non-linearly separable data structure into a linearly separable case in a high-dimensional feature space. Therefore, we develop a kernel extension of RICA (kRICA) to map a non-linearly separable data structure into a linearly separable case in feature space. In addition, to exploit class information, we further extend unsupervised kRICA to a supervised one, i.e., d-kRICA, by introducing a class-driven discrimination constraint. This constraint minimizes inhomogeneous representation energy and maximizes homogeneous representation energy simultaneously, thereby resulting in a data sample that is well represented by overcomplete basis vectors from the corresponding class. In essence, it is equivalent to maximizing the between-class scatter and minimizing the within-class scatter simultaneously in an implicit way.

This paper is fundamentally based on our previous work, Discriminative Reconstruction Independent Component Analysis (DRICA) [12], which only minimized inhomogeneous representation energy to learn a discriminative sparse representation. DRICA failed to explicitly control homogeneous energy; thus, the resulting learned sparse representation may lack discrimination ability. Further improvements based on DRICA are as follows.

1) We introduce a class-driven discrimination constraint that is imposed on the sparse representation to explicitly optimize homogeneous and inhomogeneous representation energies simultaneously. Essentially, it is equivalent to maximizing the between-class scatter and minimizing the within-class scatter in an implicit way.

2) To make the discrimination constraint convex and stable, we propose an elastic term and then present a theoretical proof of its convexity. When discrimination constraint is incorporated into the ICA framework, the ICA problem remains an unconstrained convex optimization problem.

3) By utilizing the kernel trick, we replace the linear projection with a nonlinear one so that non-linearly separable data structure existing in the original data space can be mapped into a linearly separable case in a high-dimensional feature space.

The rest of this paper is organized as follows. In Section II, we review related works on sparse coding and ICA as well as describe the connection between them. We then provide a brief review of reconstruction ICA in Section III. Section IV presents the details of our proposed kRICA, including its optimization and implementation. By incorporating discrimination constraint, kRICA is further extended to a supervised learning method in Section V. Section VI presents extensive experimental results on several datasets. Section VII concludes our study.

II. RELATED WORK

In this section, we review related works in the following aspects: 1) sparse coding and its applications; 2) connection between ICA and sparse coding; and 3) other kernel sparse representation algorithms.

Sparse coding aims to learn an overcomplete basis set such that only a small fraction of the basis vectors would be necessary to reconstruct a given sample. Sparse coding is attracting increasing attention in the field of computer vision because of its plausible statistical theory [13]. Sparse coding has been successfully applied to image denoising [14], image restoration [15], image classification [16]–[18], and face recognition [19], and so on. The success of its application mainly resulted from two factors. First, sparsity ubiquitously exists in many computer vision applications. For example, in image classification, image components can be sparsely reconstructed by utilizing similar components of other images from the same class [16]. Second, images are often corrupted by noises because of sensor imperfection, poor illumination, or communication errors. Moreover, sparse coding can effectively select the related basis vectors to reconstruct the clean image and overcome noises by allowing a degree of reconstruction error.

Sparse coding is closely related to ICA because the estimation of ICA is roughly equivalent to sparse coding if the components are constrained to be uncorrelated [8]. In addition, both approaches can learn localized and oriented basis vectors (most of them look like edges) on natural images and can thus produce similar sparse representations. However, the goal of ICA is to learn a basis set such that the representation is as independent as possible, whereas sparse coding aims to make the distribution of obtained representation highly sparse [20].

The above mentioned studies only seek sparse representations of the input data in the original data space, and they do not represent data in a high-dimensional feature space. To solve this problem, Yang et al. [21] developed a two-phase kernel ICA algorithm, i.e., whitened kernel principal component analysis plus ICA. Different from [21], another solution [22] was proposed to use the contrast function based on canonical correlations in a reproducing kernel Hilbert space. However, both methods cannot learn overcomplete sparse representation in feature space because of the orthonormality constraint.

III. RECONSTRUCTION ICA

For sparse sources, maximizing independence implies maximizing sparsity [8]. Thus, given the unlabeled dataset $X = \{x_i\}_{i=1}^m$ where $x_i \in \mathbb{R}^d$, the optimization problem of standard ICA for estimating independent components [7] is generally defined as

$$
\min_W \frac{1}{m} \sum_{i=1}^m g(Wx_i)
\text{s.t. } WW^T = I
$$

(1)

where $g(\cdot)$ is a nonlinear convex penalty function, $W \in \mathbb{R}^{K \times n}$ is the basis matrix, $K$ is the number of basis vectors and $I$ is the identity matrix. In addition, the orthonormality constraint $WW^T = I$ is traditionally utilized to prevent the basis vectors in $W$ from becoming degenerate. A widely used smooth penalty function is $g(\cdot) = \log(\cosh(\cdot))$ [8].

However, as previously mentioned, the orthonormality constraint hinders the standard ICA from learning an overcomplete basis. This drawback restricts ICA from scaling to high-dimensional data. Consequently, RICA [9] used a soft reconstruction cost to replace the orthonormality constraint.
in ICA. By applying this replacement, RICA can be formulated as the following unconstrained problem:

$$\min_{W} \frac{1}{m} \sum_{i=1}^{m} (||W^{T} W x_i - x_i||_2^2 + \lambda g(W x_i))$$

(2)

where the parameter $\lambda > 0$ is the tradeoff between reconstruction error and sparsity. By swapping the orthonormality constraint with a reconstruction penalty, RICA could learn sparse representations even on unwhitened data when $W$ is overcomplete.

Nevertheless, penalty $g$ can only produce data representations that are sparse, but not invariant [8]. Thus, RICA [9], [23] replaced it by a $L_2$ pooling penalty, which encourages pooling features to group similar features together to achieve complex invariances, such as scale and rotational invariances. In addition, $L_2$ pooling also promotes sparsity for feature learning. In particular, $L_2$ pooling [24], [25] is a two-layered network with square nonlinearity in the first layer $(\cdot)^2$ and square-root nonlinearity in the second layer $\sqrt{\cdot}$.

$$g(W x_i) = \sum_{j=1}^{K} \sqrt{\epsilon + H_j \cdot ((W x_i) \odot (W x_i))}$$

(3)

where $H_j$ is the row of spatial pooling matrix $H \in \mathbb{R}^{K \times K}$ fixed to uniform weights, i.e., each element in $H$ is 1, $\odot$ denotes the element-wise multiplication, and $\epsilon > 0$ is a small constant.

However, RICA is a linear technique that explores sparse representation in the original data space only. In addition, this model just learns the overcomplete basis in an unsupervised manner and does not make use of the association between the training sample and its class, which may not work well for classification tasks. To address these problems, on one hand, we develop a kernel extension of RICA to find the sparse representation in the feature space. On the other hand, we aim to learn a more discriminative basis by introducing class information than unsupervised RICA, which leads better performance of sparse representation in the classification tasks.

IV. KERNEL EXTENSION FOR RICA

Motivated by the success of kernel trick, which maps a nonlinearly separable data structure into a linearly separable case in a high-dimensional feature space [11], we propose a kernel version of RICA, called kRICA, to discover sparse representation in feature space.

A. Model Formulation

Suppose there exists a kernel function $\kappa(\cdot, \cdot)$ induced by a high-dimensional feature mapping $\phi: \mathbb{R}^n \rightarrow \mathbb{R}^N$, where $n \ll N$. Given two data points $x_i$ and $x_j$, $\kappa(x_i, x_j) = \phi(x_i)^T \phi(x_j)$ represents a nonlinear similarity between them. Thus, the function maps the data and basis from the original data space to the feature space as

$$x \xrightarrow{\phi} \phi(x)$$

$$W = [w_1, \ldots, w_K]^T \xrightarrow{\phi} \mathcal{W} = [\phi(w_1), \ldots, \phi(w_K)]^T.$$  

(4)

Furthermore, by substituting the mapped data and basis into (2), we can obtain the following objective function of kRICA:

$$\min_{W} \frac{1}{m} \sum_{i=1}^{m} (||W^{T} \mathcal{W} \phi(x_i) - \phi(x_i)||_2^2 + \lambda g(\mathcal{W} \phi(x_i))).$$

(5)

In consideration of its excellent performance in many computer vision applications [11], [26], Gaussian kernel, i.e., $\kappa(x_i, x_j) = \exp(-\gamma ||x_i - x_j||_2^2)$ is used in this paper.1

Thus, norm ball constraints on basis $W$ in RICA [9] can be removed owing to $\phi(w_i)^T \phi(w_i) = \kappa(w_i, w_i) = 1$.

B. Implementation

Equation (5) is an unconstrained convex optimization problem. To solve this problem, we rewrite the objective as follows:

$$f(W) = \frac{1}{m} \sum_{i=1}^{m} (||W^{T} \mathcal{W} \phi(x_i) - \phi(x_i)||_2^2 + \lambda g(\mathcal{W} \phi(x_i)))$$

$$= \frac{1}{m} \sum_{i=1}^{m} \left( 1 + \sum_{u=1}^{K} \sum_{v=1}^{K} \kappa(w_u, x_i) \kappa(w_v, w_u) \kappa(w_v, x_i) 
- 2 \sum_{u=1}^{K} (\kappa(w_u, x_i))^2 
+ \lambda \sum_{j=1}^{K} |\epsilon + \sum_{u=1}^{K} h_{ju}(\kappa(w_u, x_i))^2| \right)$$

(6)

where $w_u$ and $w_v$ are the rows of basis $W$, and $h_{ju}$ is the element in the pooling matrix $H$. Row $w_j$ of $W$ is contained in the kernel $\kappa(w_j, \cdot)$; consequently, the optimization methods in RICA, such as L-BFGS and CG [28], are difficult to directly utilize to compute for the optimal basis. Thus, to solve this problem, we alternatively optimize each row of basis $W$ instead. With respect to each updating row $w_p$ of $W$, the derivative of $f(W)$ is

$$\frac{\partial f}{\partial w_p} = -\gamma m \sum_{i=1}^{m} \left( \sum_{u=1}^{K} 4\kappa(w_p, x_i) \kappa(w_p, w_u) \kappa(w_u, x_i) 
\times ((w_p - x_i) + (w_p - w_u)) 
- 8\kappa(w_p, x_i)(w_p - x_i) 
+ 2\lambda \sum_{j=1}^{K} h_{jp} \kappa(w_p, x_i)(w_p - x_i)^2 \right).$$

(7)

Moreover, to compute for the optimal $w_p$, we set $\frac{\partial f}{\partial w_p} = 0$. Equation (7) is challenging to solve because $w_p$ is contained in kernel function $\kappa(w_p, \cdot)$. Thus, we seek

1Kernel trick often brings time consuming steps. To alleviate the memory and computational burdens of kernel trick, Nyström low-rank approximation method [27] can be used.
the approximate solution instead of the exact solution. Inspired by the fixed point algorithm [26], to update \( w_p \) in the \((q)\)th iteration, we utilize the result of \( w_p \) in the \((q - 1)\)th iteration to calculate for the part in the kernel function. In addition, we initialize the basis as done before [9]. Denote \( w_{p,(q)} \) as \( w_p \) in the \((q)\)th iteration and (7) with respect to \( w_{p,(q)} \) becomes

\[
\frac{\partial f}{\partial w_{p,(q)}} \equiv -\gamma m \sum_{i=1}^{K} 4K(w_{p,(q-1)}, x_i)\kappa(w_{p,(q-1)}, w_o) \\
\times \kappa(w_o, x_i)(((w_{p,(q)}-x_i)+(w_{p,(q)}-w_o)) \\
- 8\kappa(w_{p,(q-1)}, x_i) \times (w_{p,(q)} - x_i) \\
+ 2\lambda \sum_{j=1}^{K} h_{jp}\kappa(w_{p,(q-1)}, x_i)(w_{p,(q)} - x_i) \\
\sqrt{\varepsilon + \sum_{o=1}^{K} h_{jo}(\kappa(w_o, x_i))^2})
\]

\[= 0.
\]

When all of the remaining rows are fixed, the problem becomes a linear equation of \( w_{p,(q)} \), which can be solved straightforwardly.

C. Connection Between kRICA and KSR

Gao et al. [26], [29] presented a kernel sparse representation (KSR) coding method, which is similar to kRICA, in a high-dimensional feature space, and its optimization problem is

\[
\min_{\mathcal{W}, s_i} \frac{1}{m} \sum_{i=1}^{m} (||\mathcal{W}^T s_i - \phi(x_i)||_2^2 + \lambda ||s_i||_1)
\]

(8)

where \( s_i \in R^K \) is the sparse representation of sample \( x_i \). Although the proposed kRICA and KSR are very similar, they have two major differences.

1) The objective of (8) in KSR is not convex, and the basis \( \mathcal{W} \) and sparse codes \( s_i \) should be optimized, alternatively. By contrast, kRICA only focuses on solving basis \( \mathcal{W} \) because sparse representation \( s_i \) can be regarded as \( \mathcal{W}^T \phi(x_i) \) [9].

2) The \( L_1 \) penalty, \( g(s_i) = ||s_i||_1 \), is utilized by KSR to optimize sparsity, whereas kRICA uses \( L_2 \) pooling instead, thus forcing the pooling feature to group similar features together to achieve invariance while promoting sparsity.

V. Supervised kRICA

Given the labeled training data, our goal is to utilize class information to learn a structured basis set that consists of basis vectors from different basis subsets corresponding to different class labels. Each subset should sparsely represent well for its own class but not for the others. Thus, to learn such basis, we further extend the unsupervised kRICA to a supervised one by introducing a class-driven discrimination constraint, namely d-kRICA.

Mathematically, when sample \( x_i \) is labeled as \( y_i \in \{1, \ldots, c\} \), where \( c \) is the total number of classes, we can further utilize class information to learn a structured basis set \( W = [W^{(1)}, W^{(2)}, \ldots, W^{(c)}]^T \in \mathbb{R}^{K \times n} \), where \( W^{(y_i)} \in \mathbb{R}^{K \times n} \) is the basis subset that can well represent the sample \( x_i \) belonging to \( y_i \)th class rather than to others, \( k \) is the number of basis vectors for each subset, and \( K = k \times c \). Considering that \( W_{x_i} \) can be regarded as the sparse representation of sample \( x_i \) [9], let \( s_i \) denote \( s_i = W_{x_i} \).

A. Class-Driven Discrimination Constraint

We aim to utilize class information to learn a structured basis; and thus, we intend that the sample \( x_i \) labeled as \( y_i \) would only be reconstructed by the basis subset \( W^{(y_i)} \) with coefficient \( s_i \). To achieve this goal, an inhomogeneous representation energy constraint [12] was introduced as follows:

\[
P_- = ||\rho^{-}_{y_i} s_i||_2^2
\]

(9)

where \( \rho^{-}_{y_i} \in R^K \) is a row vector, and selects the inhomogeneous representation coefficients of \( s_i \), i.e., coefficients corresponding to basis vectors other than those belonging to \( W^{(y_i)} \). Minimizing inhomogeneous energy leads to learning a structured basis set whose basis vectors have specific class labels. However, the constraint in (9) fails to explicitly optimize homogeneous energy and may thus cause the learned sparse representation to lack discrimination ability.

To solve this problem, we propose a new class-driven discrimination constraint imposed on both inhomogeneous and homogeneous parts of sparse representation. Specifically, similar to inhomogeneous representation energy, we can define homogeneous representation energy as

\[
P_+ = ||\rho^+_{y_i} s_i||_2^2
\]

(10)

where \( \rho^+_{y_i} \in R^K \) selects the homogeneous representation coefficients of \( s_i \). For example, assuming \( W = [W^{(1)}, W^{(2)}, W^{(3)}]^T \), \( W^{(y_i)} \in \mathbb{R}^{K \times n} \), \( y_i \in \{1, 2, 3\} \), and \( y_i = 2 \), \( \rho^+_{y_i} \) and \( \rho^-_{y_i} \) can be, respectively, defined as follows:

\[
\rho^+_2 = [0 0 1 1 0 0] \\
\rho^-_2 = [1 1 0 0 1 1].
\]

Intuitively, we can define the class-driven discrimination constraint function \( d(s_i) \) as \( P_- - P_+ \), indicating that the sparse representation \( s_i \), in terms of basis matrix \( W \), would only concentrate on the basis subset \( W^{(y_i)} \). However, this constraint is nonconvex and unstable. To address the problem, we propose to incorporate an elastic term \( ||s_i||_2^2 \) into \( d(s_i) \). Thus, \( d(s_i) \) is defined as

\[
d(s_i) = ||\rho^-_{y_i} s_i||_2^2 - ||\rho^+_{y_i} s_i||_2^2 + \eta ||s_i||_2^2
\]

(11)

If \( \eta \geq k + 1 \), \( d(s_i) \) is proven to be strictly convex with respect to \( s_i \). Please see the Appendix for a detailed proof. By minimizing the objective (11), it maximizes homogeneous representation energy and minimizes inhomogeneous representation energy simultaneously. In essence, this is equivalent to maximizing the between-class scatter and minimizing the within-class scatter simultaneously in an implicit way.
By incorporating the discrimination constraint into the kRICA framework (d-kRICA), we can obtain the following objective function:

\[
\min_{\mathcal{W}} \frac{1}{m} \sum_{i=1}^{m} (\|W^T W \phi(x_i) - \phi(x_i)\|_2^2 + \lambda g(W \phi(x_i)) + \alpha d(W \phi(x_i))) 
\]

(12)

where \(\lambda > 0\) and \(\alpha > 0\) are scalars controlling the relative contribution of the corresponding terms. Given a test sample, (12) means that the learned basis set can sparsely represent it while demanding its homogeneous representations to be as large as possible and its inhomogeneous representations to be as small as possible. Following kRICA, the optimization problem (12) can be easily solved by the proposed fixed point algorithm.

VI. EXPERIMENTS

First, we introduce the feature extraction for image classification. Then, we evaluate the performances of our kRICA and d-kRICA for image classification on four public datasets: Caltech 101 [30], CIFAR-10 [10], STL-10 [10], and Caltech 256 [31]. To evaluate the performances of kRICA and d-kRICA for image clustering, we further conduct an experiment on Cambridge ORL dataset. Moreover, we study the selections of tuning parameters and kernel functions for our method. Finally, we present the similarity matrix to further illustrate the performances of kRICA and d-kRICA.

A. kRICA for Image Classification

1) Image Patch Feature Extraction: Given a \(p \times p\) input image patch (with \(d\) channels) \(x \in \mathbb{R}^n\) \((n = p \times p \times d)\), kRICA can transform the image patch to a new representation \(s = W \phi(x_i) \in \mathbb{R}^K\) in the feature space, where \(p\) is termed as the receptive field size. For an image with \(N \times M\) pixels (with \(d\) channels), we can obtain a \((N - p + 1) \times (M - p + 1)\) (with \(K\) channels) feature following the same setting in [9] by estimating the representation for each \(p \times p\) subpatch of the input image. To reduce the dimensionality of the image representation, we utilize the same pooling method in [9] to form a reduced \(4K\)-dimensional pooled representation for image classification. Given the pooled feature for each image, we utilize linear support vector machine for classification. To facilitate fair comparison, we only use the image patch features for Caltech 101, CIFAR-10, and STL-10 datasets. For Caltech 256 dataset, the SIFT feature [32] is utilized.

2) Classification on Caltech 101: Caltech 101 dataset consists of 9144 images which are divided into 101 object classes and one background class, including animals, vehicles, and so on. Following the common experiment setup [16], we implement our algorithm on 15 and 30 training images per category with basis size \(K = 1020\) and \(10 \times 10\) receptive fields, respectively. Table I shows the results of the comparison. We compare our classification accuracy (AC) with ScSPM [16], D-KSVD [4], LC-KSVD [18], RICA [9], KICA [21], KSR [26], and DRICA [12].

DRICA focused only on minimizing inhomogeneous representation energy, whereas the proposed discrimination constraint (11) optimizes both inhomogeneous and homogeneous representation energies, simultaneously. To compare with DRICA and KSR, we incorporate the constraint (11) into their frameworks, i.e., d-RICA and d-KSR. Table I shows that kRICA and d-kRICA outperform other corresponding approaches.

3) Classification on CIFAR-10: The CIFAR-10 dataset includes 10 categories, such as airplane, automobile, truck, horse, and so on, and a total of 60000 \(32 \times 32\) color images with 6000 images per category. In addition, there are 50000 training images and 10000 testing images. Specifically, 1000 images from each class are randomly selected as test images and the other 5000 images from each class are selected as training images. In this experiment, we fix the size of basis set to 4000 with \(6 \times 6\) receptive fields followed by [10]. We compare our approach with ILCC [17], CDBN [33], sparse auto-encoder [10], sparse RBM [10], k-means [10], RICA, DRICA, d-RICA, KICA, KSR, and d-KSR.

Table II shows the effectiveness of our proposed kRICA and d-kRICA.

4) Classification on STL-10: STL-10 has 10 categories, (e.g., airplane, dog, monkey, ship, and so on); each category contains 500 training images and 800 test images, and each image is a color image with 96 \(\times\) 96 pixels. Meanwhile, this
dataset includes 100 000 extra unlabeled images for unsupervised learning. In our experiments, we set the size of basis set as $K = 1600$ and $8 \times 8$ receptive fields in the same manner described in [9]. In accordance with the recommended STL-10 testing protocol [10], d-kRICA performs supervised training on each of the 10 supervised training folds and reports the mean AC on the full test set across the 10 predefined training folds.

Table III shows the classification results of the raw pixels [10], k-means, RICA, KSR, DRICA, d-RICA, kRICA, and d-kRICA.

As can be seen, d-RICA achieves better performance than DRICA on all of the datasets. It is because DRICA only minimizes inhomogeneous representation energy for structured basis learning, whereas d-RICA simultaneously maximizes homogeneous representation energy and minimizes inhomogeneous representation energy, which makes the learned sparse representation much more discriminative. Although both DRICA and d-RICA introduce class information, unsupervised kRICA still performs better than both these algorithms in most cases. kRICA implies much discriminative power for classification by representing the data in the feature space. In addition, since kRICA and d-kRICA utilize the $L_2$ pooling instead of $L_1$ penalty to achieve feature invariance; and thus, it achieves better performance than KSR and d-KSR. Furthermore, the d-kRICA achieves better performance than kRICA in all cases because of the integration of class information.

We also investigate the effect of basis size for our proposed kRICA and d-kRICA on STL-10 dataset. In our experiments, we try seven sizes: 50, 100, 200, 400, 800, 1200, and 1600. As shown in Fig. 1, the classification accuracies of d-kRICA continue to increase when the basis size increases up to 1600 and the performances augment slightly from the basis size of 800. In particular, d-kRICA outperforms all other algorithms.

5) Classification on Caltech 256: Compared with Caltech 101, Caltech 256 is a more challenging dataset in both image content and dataset scale. Caltech 256 contains 29 780 images, which are divided into 256 categories. More categories inevitably decrease both the ratio of within-class similarity to between-class similarity, and classification performance. Following the work of KSR [29], we use the SIFT feature [32] with dense grid sampling strategy for local patch characterization to fix the step size and patch size to 8 and 16, respectively. In addition, maximum pooling is performed on sparse codes.

Given that histogram intersection kernel (HIK), i.e., $\kappa(x, y) = \sum_i \min(x_i, y_i)$, reports the best result on SIFT features in [29]. We also implement our algorithm with HIK and Gaussian kernel for Caltech 256 data. In addition, we test our algorithm on 15, 30, and 60 training images per category with basis size of $K = 4096$. Table IV shows the performances of all the compared methods. Specifically, HIK achieves better performance on SIFT features than Gaussian kernel. Moreover, our proposed d-kRICA with HIK outperforms all of the other algorithms.

### Table III

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw pixels [10]</td>
<td>31.8%</td>
</tr>
<tr>
<td>K-means (Triangle 1600 features) [10]</td>
<td>51.5%</td>
</tr>
<tr>
<td>RICA (8x8 receptive field) [9]</td>
<td>51.4%</td>
</tr>
<tr>
<td>RICA(10x10 receptive field) [9]</td>
<td>52.9%</td>
</tr>
<tr>
<td>DRICA [12]</td>
<td>54.2%</td>
</tr>
<tr>
<td>d-RICA</td>
<td>54.8%</td>
</tr>
<tr>
<td>KICA [21]</td>
<td>51.1%</td>
</tr>
<tr>
<td>KSR [26]</td>
<td>54.4%</td>
</tr>
<tr>
<td>d-KSR</td>
<td>55.7%</td>
</tr>
<tr>
<td>kRICA</td>
<td>55.2%</td>
</tr>
<tr>
<td>d-kRICA</td>
<td>56.9%</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>Training Size</th>
<th>15</th>
<th>30</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-kernel Methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ScSPM [16]</td>
<td>27.7%</td>
<td>34.1%</td>
<td>40.1%</td>
</tr>
<tr>
<td>RICA</td>
<td>28.3%</td>
<td>34.7%</td>
<td>40.6%</td>
</tr>
<tr>
<td>DRICA [12]</td>
<td>28.9%</td>
<td>35.3%</td>
<td>41.1%</td>
</tr>
<tr>
<td>d-RICA</td>
<td>29.7%</td>
<td>36.1%</td>
<td>41.5%</td>
</tr>
<tr>
<td>Kernel Methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KSR (Gaussian) [29]</td>
<td>29.8%</td>
<td>35.7%</td>
<td>40.3%</td>
</tr>
<tr>
<td>d-KSR (Gaussian)</td>
<td>33.6%</td>
<td>40.6%</td>
<td>47.0%</td>
</tr>
<tr>
<td>KSR (HIK) [29]</td>
<td>31.4%</td>
<td>37.9%</td>
<td>42.6%</td>
</tr>
<tr>
<td>d-KSR (HIK)</td>
<td>35.1%</td>
<td>41.4%</td>
<td>47.7%</td>
</tr>
<tr>
<td>kRICA (Gaussian)</td>
<td>30.2%</td>
<td>36.4%</td>
<td>41.1%</td>
</tr>
<tr>
<td>kRICA (HIK)</td>
<td>33.9%</td>
<td>41.1%</td>
<td>47.2%</td>
</tr>
<tr>
<td>d-kRICA (Gaussian)</td>
<td>32.5%</td>
<td>38.7%</td>
<td>43.1%</td>
</tr>
<tr>
<td>d-kRICA (HIK)</td>
<td>36.5%</td>
<td>42.2%</td>
<td>48.1%</td>
</tr>
</tbody>
</table>

![Fig. 1. Classification performance on the STL-10 dataset with varying basis size and $8 \times 8$ receptive fields.](image-url)
let $e_i$ and $r_i$ denote the cluster label and the label provided by the database, respectively. The metric $AC$ is defined as follows:

$$AC = \frac{1}{n} \sum_{i=1}^{n} \delta(r_i, \text{map}(e_i))$$

where $\delta(x, y)$ is the delta function, which is equal to 1 if $x = y$, and is equal to 0, otherwise. $\text{map}(e_i)$ is the mapping function that maps each cluster label $e_i$ to the best label from the database. The best mapping can be found by employing Kuhn–Munkres algorithm [35].

Let $C$ denote the set of clusters obtained from the ground truth and $\tilde{C}$ obtained from our algorithm. Their mutual information metric $MI(C, \tilde{C})$ is defined as follows:

$$MI(C, \tilde{C}) = \sum_{c_i \in C, \tilde{c}_j \in \tilde{C}} p(c_i, \tilde{c}_j) \cdot \log \frac{p(c_i, \tilde{c}_j)}{p(c_i) \cdot p(\tilde{c}_j)}$$

where $p(c_i)$ and $p(\tilde{c}_j)$ are the probabilities that an image arbitrarily selected from the dataset belongs to clusters $c_i$ and $\tilde{c}_j$, respectively, and $p(c_i, \tilde{c}_j)$ is the joint probability that the arbitrarily selected image belongs to clusters $c_i$ as well as $\tilde{c}_j$ at the same time. In our experiments, we use the NMI as follows:

$$\text{NMI}(C, \tilde{C}) = \frac{MI(C, \tilde{C})}{\max(H(C), H(\tilde{C}))}$$

where $H(C)$ and $H(\tilde{C})$ are the entropies of $C$ and $\tilde{C}$, respectively. Note that NMI$(C, \tilde{C})$ ranges from 0 to 1. NMI $= 1$ if the two sets of clusters are identical, and NMI $= 0$ if the two sets are independent.

2) Clustering on Cambridge ORL: Cambridge ORL dataset contains 10 different images of each 40 distinct subjects, thus, 400 images in total. For some subjects, the images were taken at different times, with varying lighting, facial expressions (open/closed eyes and smiling/not smiling), and facial details (glasses/no glasses).

Following the same setting in CNMF [34], $b$ categories will be randomly picked from the dataset by fixing cluster number $b$. In addition, all of these images are mixed as the collection $X$ for clustering, and the dimensionality of the new space is set to be the same as the number of clusters $b$. Afterward, k-means will be used for image clustering on the new data representation. For d-KSR and our d-kRICA, two images are randomly selected from each category in $X$ as training data. The above process will be repeated 10 times, and the average clustering performance is given as the final result.

### TABLE V

<table>
<thead>
<tr>
<th>Methods</th>
<th>$b$</th>
<th>$5$</th>
<th>$10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means</td>
<td>78.8%</td>
<td>69.9%</td>
<td>75.4%</td>
</tr>
<tr>
<td>CNMF [34]</td>
<td>80.2%</td>
<td>77.0%</td>
<td>76.7%</td>
</tr>
<tr>
<td>RICA [9]</td>
<td>87.4%</td>
<td>76.5%</td>
<td>82.3%</td>
</tr>
<tr>
<td>DRICA [12]</td>
<td>88.5%</td>
<td>77.9%</td>
<td>83.1%</td>
</tr>
<tr>
<td>d-RICA</td>
<td>88.7%</td>
<td>78.7%</td>
<td>83.4%</td>
</tr>
</tbody>
</table>

### TABLE VI

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>polynomial kernel</td>
<td>54.2%</td>
</tr>
<tr>
<td>inverse distance kernel</td>
<td>38.3%</td>
</tr>
<tr>
<td>inverse square distance kernel</td>
<td>47.6%</td>
</tr>
<tr>
<td>exponential histogram intersection kernel</td>
<td>36.5%</td>
</tr>
<tr>
<td>Gaussian kernel</td>
<td>56.9%</td>
</tr>
</tbody>
</table>
result. Table V shows the effectiveness of the proposed method on ORL dataset. In particular, kRICA and d-kRICA demonstrate better performance than KSR and d-KSR because both utilize $L_2$ pooling instead of $L_1$ penalty to achieve feature invariance. Furthermore, d-kRICA achieves better performance than kRICA in all cases by bringing in class information.

C. Tuning Parameters and Kernel Selection

In the experiments, the parameters in kRICA and d-kRICA, i.e., $\lambda$, $\alpha$, and $\gamma$ in the objective function, are difficult to set. We examine the effect of these parameters in this subsection.

1) Effect of $\lambda$: Parameter $\lambda$ is the weight of sparsity term, which is an important factor in kRICA. To facilitate parameter selection, we experimentally investigate how the performance of kRICA varies with the parameter $\lambda$ on STL-10 dataset in Fig. 2 (where $\gamma = 10^{-1}$). Fig. 2 shows that kRICA achieves the best performance when $\lambda$ is fixed at $10^{-2}$. Thus, we set $\lambda = 10^{-2}$ for STL-10 data. In addition, we test the AC of RICA under the same sparsity weight. Our proposed nonlinear RICA (kRICA) can consistently outperform linear RICA with respect to $\lambda$. Similarly, we experimentally set $\lambda = 10^{-1}$ for Caltech 101 data, $\lambda = 10^{-2}$ for CIFAR-10 data, $\lambda = 10^{-1}$ for ORL data, and $\lambda = 10^{-2}$ for Caltech 256 data.

2) Effect of $\alpha$: Parameter $\alpha$ controls the weight of the discrimination constraint term. When $\alpha = 0$, the supervised d-kRICA optimization problem becomes the unsupervised kRICA problem. Fig. 3 shows the relationship between the weight of discrimination constraint term $\alpha$ and classification AC on STL-10. d-kRICA evidently achieves the best performance when $\alpha = 10^{-1}$. Hence, we set $\alpha = 10^{-1}$ for STL-10 data. In particular, d-RICA achieves better performance than DRICA in a wide range of $\alpha$ values because DRICA only minimizes inhomogeneous representation energy, whereas d-RICA optimizes both homogeneous and inhomogeneous representation energies for basis learning. Thus, d-RICA makes learned sparse representations more discriminative. Furthermore, by representing the data in feature space, d-kRICA implies more discriminative power for classification and outperforms both these algorithms. Similarly, we set $\alpha = 1$ for Caltech 101 data, $\alpha = 10^{-1}$ for CIFAR-10 data, $\alpha = 10^{-1}$ for ORL data, and $\alpha = 10^{-1}$ for Caltech 256 data.

3) Effect of $\gamma$: When utilizing Gaussian kernel in kRICA, it is vital to select the kernel parameter $\gamma$, which affects image classification AC. Fig. 4 shows the relationship between $\gamma$ and classification AC on STL-10 dataset. Therefore, we set $\gamma = 10^{-1}$ for STL-10 data. Similarly, we experimentally set $\gamma = 10^{-2}$ for Caltech 101 data, $\gamma = 10^{-1}$ for CIFAR-10 data, $\gamma = 1$ for ORL data, and $\gamma = 10^{-2}$ for Caltech 256 data.

We also investigate the effect of different kernels for image patch features, i.e., polynomial kernel: $(1+x^T y)^b$, inverse distance kernel: $1/1 + b ||x - y||$, inverse square distance kernel: $1/1 + b ||x - y||^2$, and exponential HIK: $\sum_i \min(e^{b x_i}, e^{b y_i})$. Table VI demonstrates the classification performances of different kernels on STL-10 dataset, and it also shows that Gaussian kernel outperforms the other kernels. Thus, we employ Gaussian kernel for image patch features in our studies.

D. Similarity Analysis

In the previous sections, we have shown the effectiveness of kRICA and d-kRICA for image classification. To further illustrate their performances, we choose 90 images from three classes in Caltech 101, and 30 images for each class. We then compute for the similarity between sparse representations of these images for RICA, kRICA, and d-kRICA. Fig. 5 shows the similarity matrices corresponding to sparse representations of RICA, kRICA, and d-kRICA, respectively. Each element $(i, j)$ in the similarity matrix is the sparse representation similarity (Cosine correlation) between image $i$ and $j$. A good sparse representation method can make the new representations belonging to the same class more similar; and thus, their similarity matrix should also be block-wise. Fig. 5 shows that nonlinear kRICA takes more discriminative power than linear RICA, and d-kRICA achieves the best performance because of its utilization of class information.

VII. Conclusion

In this paper, we propose a kernel ICA model with a reconstruction constraint (kRICA) to capture the sparse representation in feature space. To exploit the class information, we further extend the unsupervised kRICA to a supervised one by introducing a class-driven discrimination constraint. This constraint leads to learning a structured basis, whose

3Following the work in [29], we set $b = 3$ for polynomial kernel and $b = 1$ for the others.

4http://en.wikipedia.org/wiki/Cosine_similarity
basis vectors have specific class labels. Each basis vector represents well for its own class but not for the others, which essentially maximizes between-class scatter and minimizes within-class scatter in an implicit manner. Thus, data samples belonging to the same class would have similar sparse representations, thus causing the obtained representation to have more discriminative power. The experiments conducted on standardized datasets demonstrated the effectiveness of the proposed method.

APPENDIX

We rewrite (11) as

\[
d(s_i) = \|\rho_{y_i}^- s_i\|_2^2 - \|\rho_{y_i}^+ s_i\|_2^2 + \eta\|s_i\|_2^2
\]

\[= \text{Tr} [s_i^T \rho_{y_i}^- T \rho_{y_i}^- s_i - s_i^T \rho_{y_i}^+ T \rho_{y_i}^+ s_i + \eta s_i^T s_i].
\]

(16)

Then, we can obtain its Hessian matrix \(\nabla^2 d\) with respect to \(s_i\)

\[\nabla^2 d = 2\rho_{y_i}^+ T \rho_{y_i}^- - 2\rho_{y_i}^+ T \rho_{y_i}^+ + 2\eta I.
\]

(17)

Without loss of generality, we assume

\[
\rho_{y_i}^+ = [0 \cdots 0 1 \cdots 1 0 \cdots 0] \in R^K
\]

\[
\rho_{y_i}^- = [1 \cdots 1 0 \cdots 0 1 \cdots 1] \in R^K.
\]

After some derivations, we have \(\nabla^2 d = 2A\), where

\[
A = \begin{bmatrix}
\eta + 1 & \cdots & 1 & 0 & \cdots & 0 & 1 & \cdots & 1 \\
\vdots & \ddots & \vdots & \vdots & & \vdots & \ddots & \vdots & \vdots \\
1 & \cdots & \eta + 1 & 0 & \cdots & 0 & 1 & \cdots & 1 \\
0 & \cdots & 0 & \eta - 1 & \cdots & -1 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & -1 & \cdots & \eta - 1 & 0 & \cdots & 0 \\
1 & \cdots & 1 & 0 & \cdots & 0 & \eta + 1 & \cdots & 1 \\
\vdots & \ddots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
1 & \cdots & 1 & 0 & \cdots & 0 & 1 & \cdots & \eta + 1 \\
\end{bmatrix}
\]

The convexity of \(d(s_i)\) depends on whether its Hessian matrix \(\nabla^2 d\), i.e., matrix \(A\), is positive definite or not [36]. Meanwhile, the \(K \times K\) matrix \(A\) is positive definite if and only if \(z^T Az > 0\) for all nonzero vectors \(z \in R^K\) [37].

Let the size of upper left matrix in \(A\) be \(t \times t\), and suppose \(z = [z_1, \ldots, z_t, z_{t+1}, \ldots, z_{t+k}, z_{t+k+1}, \ldots, z_K]^T\). Then, we have

\[
A z = \begin{bmatrix}
(\eta + 1)z_1 + z_2 + \cdots + z_t + z_{t+k+1} + \cdots + z_K \\
z_1 + z_2 + \cdots + (\eta + 1)z_t + z_{t+k+1} + \cdots + z_K \\
(\eta - 1)z_{t+1} - z_{t+2} - \cdots - z_{t+k} \\
\vdots \\
-z_{t+1} - z_{t+2} - \cdots - (\eta - 1)z_t + k \\
z_1 + z_2 + \cdots + z_t + (\eta + 1)z_{t+k+1} + \cdots + z_K \\
\vdots \\
z_1 + z_2 + \cdots + z_t + z_{t+k+1} + \cdots + (\eta + 1)z_K
\end{bmatrix}
\]

Furthermore, we can obtain

\[
z^T Az = (\eta + 1) \sum_{i=1}^t z_i^2 + (\eta - 1) \sum_{i=t+1}^{t+k} z_i^2 + (\eta + 1) \sum_{i=t+k+1}^K z_i^2
\]

\[+ 2 \sum_{1 \leq i \leq t - 1} z_i z_j + 2 \sum_{1 \leq j \leq t} z_i z_j + 2 \sum_{1 \leq i \leq t \leq i + k - 1} z_i z_{i+k}
\]

\[+ 2 \sum_{1 \leq i \leq k} z_i z_j + \sum_{1 \leq j \leq i + k} z_i z_{i+k}
\]

\[+ (\eta - 1) \sum_{i=t+1}^{t+k} z_i^2 - 2 \sum_{1 \leq j \leq t+k} z_i z_j.
\]

(18)

Define function \(h(\eta) = z^T Az\). When \(\eta \geq k + 1\), it is easy to verify that

\[
h(\eta) \geq h(k + 1) = (k + 1) \left( \sum_{i=1}^t z_i^2 + \sum_{i=t+k+1}^K z_i^2 \right)
\]

\[+ (z_1 + \cdots + z_t + z_{t+k+1} + \cdots + z_K)^2 + k \sum_{i=t+1}^{t+k} z_i^2
\]

\[+ 2 \sum_{1 \leq i \leq t \leq i + k - 1} z_i z_{i+k} + 2 \sum_{1 \leq j \leq t+k} z_i z_{i+k}
\]

\[+ (z_1 + \cdots + z_t + z_{t+k+1} + \cdots + z_K)^2 + k \sum_{i=t+1}^{t+k} z_i^2
\]

\[+ (z_1 + \cdots + z_t + z_{t+k+1} + \cdots + z_K)^2.
\]

Since \(\sum_{i=1}^K z_i^2 > 0\), we have \(h(\eta) \geq h(k + 1) > 0\). Thus, the Hessian matrix \(\nabla^2 d\) is positive definite for \(\eta \geq k + 1\), which guarantees that \(d(s_i)\) is convex with respect to \(s_i\).
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